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Abstract

This report provides an introduction to Sobolev spaces, a foundational concept

in modern analysis and the theory of partial differential equations (PDEs).

These spaces are useful to study, among other things, the well-posedness of

partial differential equations and their approximation using finite elements. We

begin with a historical overview, tracing the development of weak derivatives

and the shift from classical to variational formulations of PDEs. After estab-

lishing the basic definitions and presenting key examples, we survey central

theorems such as the Sobolev Embedding Theorem and Rellich’s Theorem, em-

phasizing their significance in ensuring existence, uniqueness, and regularity of

solutions. Finally, we discuss a classic application to PDEs, the Elliptic Regu-

larity Theorem. We aim to provide a self-contained and accessible introduction

for students with a background in real analysis and the theory of PDEs.

1 Introduction

In the 18th and 19th centuries, when PDE theory was being introduced, the focus

was on classical solutions—functions smooth enough to satisfy differential equations

pointwise. However, this approach soon revealed its limitations. There were many

physically relevant problems, such as those arising in fuid dynamics, that admitted

no smooth solutions (e.g. shock waves). The classical methods were not able to deal

with this sort of situation.

The first step towards the framework of weak solutions was Dirichlet’s Principle,

developed by Riemann and others, which was the idea that the minimizer of a certain

energy functional was the solution to the equation. This approach foreshadowed the

variational formulation of PDEs.
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The crucial paradigm shift happened in the 1930s with the work of Sergei Sobolev.

In studying hyperbolic PDEs arising in mathematical physics and hydrodynamics,

Sobolev realized that it was possible—and often necessary—to interpret derivatives

in an integrated sense rather than pointwise. He introduced what are now known as

Sobolev spaces, Wm,p(U), which consist of functions whose derivatives (in the weak

sense) up to order m lie in the Lebesgue space Lp(U).

Sobolev’s innovation was twofold: first, to redefine the concept of a derivative so

that it applied to functions not classically differentiable, and second, to endow the

resulting function spaces with norms that rendered them complete and well-suited to

functional analysis techniques. His work laid the groundwork for the existence and

uniqueness theorems for weak solutions of PDEs and bridged the divide between pure

and applied analysis.

These spaces play a central role in modern analysis, especially in the development

of variational methods and the theory of elliptic, parabolic, and hyperbolic PDEs.

They provide the natural functional framework for formulating and solving PDEs

in a weak sense. This weak formulation is more flexible and more inclusive than

classical approaches, and often leads to existence and uniqueness results under broader

conditions.

This report aims to introduce the basic definitions and examples of Sobolev spaces,

explore key theoretical results, and demonstrate their application to PDEs and related

fields.

2 Basic Definitions and Examples

We start with some notation. Throughout, we will fix a positive integer n and we will

be working in the space Rn. For a tuple α = (α1, . . . , αn) of nonnegative integers, we

define

∂α =
∂α1+···+αn

(∂α1x1) · · · (∂αnxn)
.

We set |α| = α1 + · · ·+ αn to be the degree of α.

To define the Sobolev spaces, we first need to define distributions.

Let C∞
c denote the set of C∞ functions on Rn with compact support, i.e. ϕ ∈ C∞

c if

supp(ϕ) = {x : ϕ(x) ̸= 0} is contained in a compact set. For an open set U ⊂ Rn, we

define C∞
c (U) to be the set of functions in C∞

c with support contained in U .

A function f ∈ Lp(U) can be identified with the map F : C∞
c (U) → R given by

ϕ 7→
∫
fϕ. In fact, the map F is a continuous linear functional. However, not all

continuous linear functionals on C∞
c (U) are of this form. We call a continuous linear

functional on C∞
c (U) a distribution on U , and denote the space of distributions on
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U by D′(U). Distributions are also known as, and can be thought of as, “generalized

functions”.

Every function f such that
∫
C
|f | < ∞ for all compact sets C defines a distribu-

tion, which we will also denote by f . Such functions are called locally integrable. A

distribution which corresponds to a function is called regular.

As an example of a distribution which is not regular, we can define δ(ϕ) = ϕ(0). The

map δ is called the delta function, and is extremely important. More generally, the

map ϕ 7→ ∂αϕ(0) is a distribution for any α. We will see later how these maps can

be thought of as “distributional derivatives” of the delta function.

If F is a distribution, we use ⟨F, ϕ⟩ to denote the image of ϕ under F . We will also

sometimes use ∫
F (x)ϕ(x),

even though F is not a function. For example, we can write∫
δ(x)ϕ(x) = ϕ(0).

We say that two distributions F,G are equal (F = G) if ⟨F, ϕ⟩ = ⟨G, ϕ⟩. We say

F = G on a open set V if ⟨F, ϕ⟩ = ⟨G, ϕ⟩ for all ϕ supported in V .

Clearly if F = G on V1 ∪ V2, F = G on both V1 and V2. The converse, though not

immediately clear, nevertheless turns out to be true.

2.1 Proposition. Let {Vα} denote a collection of open subsets and let V =
⋃

α Vα.

If F,G are distributions and F = G on each Vα, then F = G on V .

Due to this proposition, we can find a maximal open subset of U such that F = 0.

We call the complement of this subset the support of F . Note that we cannot define

the support of F as the set of points x with F (x) ̸= 0, since F is a distribution, not

a function.

We can extend many operations on functions to distributions via the following process.

Let T be a linear operator on some subspace of the locally integrable functions on

an open set U . Suppose also, that there exists another continuous linear operator

T ′ : C∞
c (U) → C∞

c (U) such that∫
(Tf)ϕ =

∫
f(T ′ϕ)

for all f in the domain of T and ϕ ∈ C∞
c . (Note that the definition of the operator

T ′ is similar to the definition of an adjoint). We can then extend the map T to the

space of distributions by defining

⟨TF, ϕ⟩ = ⟨F, T ′ϕ⟩.
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Since T ′ is continuous, the extension of T is also guaranteed to be complete.

We now discuss some important examples of this process.

First, define Tf = ∂αf . Then, for ϕ ∈ C∞
c (U), we can use integration by parts, to

get ∫
(ϕαf)ϕ = (−1)|α|

∫
f(∂αϕ).

Thus T ′ = (−1)α∂α. For an arbitrary distribution F , we can define the derivative

of F by

⟨∂αF, ϕ⟩ = (−1)|α|⟨F, ∂αϕ⟩.

This is a very powerful tool, because it allows us to define derivatives of arbitrary

functions that are not differentiable in the classical sense, or not even continuous at

all. This is going to be the main idea behind Sobolev spaces.

We can also multiply F by a smooth function ψ ∈ C∞(U); in this case Tf = ψf ,

T ′ = T , and

⟨ψF, ϕ⟩ = ⟨F, ψϕ⟩.

We are now ready to define the Sobolev Spaces. For m ∈ N and 1 ≤ p ≤ ∞, the

Sobolev Space Wm,p(U) consists of functions u ∈ Lp(U) whose derivatives ∂αu for

|α| ≤ m, in the distributional sense, are regular and correspond to functions in Lp(U).

The parameterm measures “how differentiable” functions are, analogously to Cm(U).

An example of why Sobolev Spaces are useful is as follows.

Example. The Sobolev spaceW 1,2(U) consists of the L2 functions on U with a L2 first

derivative. If U = (−1, 1), then the function f = |x| is an element of W 1,2(U). To see

this, note that f is square-integrable, and it is easily verified that the (distributional)

derivative of f regular and corresponds to the step function

f ′(x) =

{
1 x > 0

−1 x < 0
,

which is also L2. Note that we do not need to define f ′(0) because we are considering

f ′ as an element of L2(U). The function f has has no derivative in the classical sense,

but using distributions we were able to define f ′ in a way that behaves exactly like

the classical derivative.

Example. What is the second derivative of the function f above? Using integration

by parts, we have∫ 1

−1

f ′′(x)ϕ(x) = −
∫ 1

−1

f ′(x)ϕ′(x) =

∫ 0

−1

ϕ′(x)−
∫ 1

0

ϕ(x) = 2ϕ(0).
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(The boundary terms vanish since ϕ is supported in (−1, 1)). Then it follows that

∂2f = 2δ, which doesn’t correspond to any regular function. Thus, f would not be

an element of the Sobolev space W 2,2(U).

Clearly, Wm,p(U) is a vector space. Additionally,

∥u∥m,p,U =

 ∑
|α|≤m

∫
U

|∂αu|p
1/p

defines a norm on Wm,p(U) for 1 ≤ p <∞ and for p = ∞, the norm is given by

∥u∥m,∞,U = max
0≤|α|≤m

∥∂αu∥∞.

Just like how Lp(U) is an inner product space when p = 2, so also is Wm,2(U). We

use the notation Hm(U) := Wm,2(U); the inner product is given by

⟨u, v⟩m,U =
∑
|α|≤m

∫
U

∂αu(x)∂αv(x).

It is easy to see that this inner product matches the norm defined earlier.

The Fourier transform converts derivatives into algebraic operations. Because of this,

it will be useful to give an alternate definition of Hm(Rn) using the Fourier transform.

Our notation for the Fourier transform of f will be f̂(ξ), where ξ ∈ RN . We write

ξα = ξα1
1 · · · ξαn

n , similarly to our notation ∂α. Using basic results about the Fourier

transform, it is not hard to check, that f ∈ Hm if and only if ξαf̂ ∈ L2 for all |α| ≤ m.

Additionally, there exist positive constants C1, C2 such that

C1(1 + |ξ|2)m ≤
∑
|α|≤m

|ξα|2 ≤ C2(1 + |ξ|2)m.

To see this, note that when (1 + |ξ|2)k and
∑

|α|≤m |ξα|2 are expanded, they have the

same terms, only with different coefficients, which depend only on m. From here, the

statement is clear. It then follows that f ∈ Hm if and only if (1 + |ξ|2)m/2f̂ is in L2.

Additionally, it follows that the norm

∥f∥(m) 7→
∥∥∥(1 + |ξ|2)m/2f̂

∥∥∥
2

is equivalent to the norm ∥·∥m,2,Rn defined above. However, this norm can be extended

to arbitrary values of m ∈ R, and hence we will use this norm in the definition of the

Sobolev Space.

2.2 Definition. For m ∈ R, the Sobolev Space Hm is defined by

Hm = {f ∈ L2(R) : (1 + |ξ|2)m/2f̂ ∈ L2}.

As seen above, this definition matches with our original definition when p = 2.
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3 The Sobolev Embedding Theorem

We can think of the Sobolev spaceWm(U) as the L2 functions that are “L2-differentiable”

up to order m. This does not coincide with the ordinary notion of smoothness: for

example the function |x| is “L2-differentiable” up to order 1, but is not C1. Thus, it

makes sense to ask the following question: what can we say about the smoothness of

elements of the Sobolev space Wm(U)?

This question is answered by the Sobolev Embedding Theorem, and the answer turns

out to be quite nice.

We let C0 denote the space of continuous functions f on Rn to vanish at ∞; i.e. the

space {x : |f(x)| > ε} is compact for any ε > 0. We let

Ck
0 = {f ∈ C0 : ∂

αf ∈ C0 ∀|α| < k},

which means that f has all (classical) derivatives up to order k continuous and van-

ishing at ∞.

3.1 Theorem (Sobolev Embedding Theorem). Suppose m > k + n/2. Then,

(1) If f ∈ Hm, then ∂̂αf ∈ L1 and ∥∂̂αf∥1 ≤ C∥f∥(m) for all |α| ≤ k, where C is a

constant depending only on m− k.

(2) Hm ⊂ Ck
0 and the inclusion map is continuous.

Proof. For f ∈ Hm and |α| ≤ k, we have

(2π)−|α|∥∂̂αf∥1 = (2π)−|α|
∫

|(∂̂αf)(ξ)| dξ

=

∫
|ξαf̂(ξ)| dξ

≤
∫
(1 + |ξ|2)k/2|f̂(ξ)| dξ.

This is because |α| ≤ k implies |ξ|2α is a term in the expanded form of (1 + |ξ|2)k, so
|ξα| ≤ (1 + |ξ|2)k/2. Now applying the Cauchy-Schwarz inequality,∫

(1 + |ξ|2)k/2|f̂(ξ)| dξ ≤
(∫

(1 + |ξ|2)m|f̂(ξ)|2 dξ
)1/2(∫

(1 + |ξ|2)k−m dξ

)1/2

= ∥f∥(m)

(∫
(1 + |ξ|2)k−m dξ

)1/2

.

Since m−k < −n/2, the last integral above is finite. Combining everything together,

we have proven claim (1). The Riemann-Lebesgue Lemma says that the Fourier

transform of a L1 function belongs to C0. Using the Fourier inversion theorem, it

follows that ∂αf ∈ C0. From here, claim (2) follows.
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What the Sobolev Embedding Theorem implies is that if f ∈ Hm, then f must have

some degree of smoothness; namely it must have at least ⌈m − n
2
⌉ − 1 continuous

derivatives.

For example, if m = 1 and n = 1, which means that f has one “L2-derivative”, then

f must be in C0
0 = C0, i.e. f must be continuous. Thus, while elements of H1(R) may

not be differentiable in the classical sense, we know that they must be continuous.

Another immediate corollary of the Sobolev Embedding theorem is as follows.

3.2 Corollary. If f ∈ Hm for all m, then f ∈ C∞.

Proof. To see this, note that for any k ∈ N, f ∈ Hk+n/2+1, so by the Sobolev Embed-

ding Theorem, f ∈ Ck
0 . Hence f ∈ C∞.

The Sobolev Embedding Theorem is a very useful tool for solving PDEs, because it

lets you “upgrade” a function u ∈ Hm to a function u ∈ Ck
0 .

Under some conditions, multiplication by suitably smooth functions preserves the

Sobolev space Hm.

3.3 Theorem. Suppose ϕ ∈ C0 and∫
(1 + |ξ|2)a/2|ϕ̂(ξ)| dξ

is finite, for some a > 0. Then for all |s| ≤ a, the map f 7→ ϕf is a bounded,

continuous operator on Hm.

Next, we have an extremely important result about Sobolev spaces, which can be

thought of as a version of the Bolzano-Weierstrass theorem.

4 Rellich’s Theorem

4.1 Theorem (Rellich’s Theorem). Suppose that {fk} is a sequence of distributions

in Hm that are all supported in a fixed compact set K. Additionally, assume that the

sequence ∥fk∥(m) is bounded. Then there exists a subsequence {fkj} that converges in

Hs for all s < m.

Rellich’s Theorem is important because it lets us turn weak convergence into strong

convergence, which allows as to take limits and prove existence of solutions in PDEs.

We define the localized Sobolev space Hm
loc(U) to be the set of all distributions f

on U such that for every precompact open set V with V ⊂ U , there exists g ∈ Hm

such that g = f on V .

7



4.2 Proposition. A distribution f on U is in Hm
loc(U) if and only if ϕf ∈ Hm for

every ϕ ∈ C∞
c (U).

Proof. If f ∈ Hm
loc(U) and ϕ ∈ C∞

c (U), then there exists g ∈ Hs such that f agrees

with g on a neighborhood of supp(ϕ). It follows that ϕf = ϕg ∈ Hm, since ϕ satisfies

the conditions of Theorem 3.3 for any a.

For the other direction, given a precompact open set V with V ⊂ U , there exists

ϕ ∈ C∞
c (U) with ϕ = 1 on a neighborhood of V . Then, setting g = ϕf , g = ϕf ∈ Hm

and g = f on V , so f ∈ Hm
loc(U).

5 Application to PDEs

Sobolev spaces arise naturally in the weak formulation of PDEs.

5.1 Poisson Equation with Dirichlet Boundary Conditions

We consider the classical Poisson problem:

−∆u = f in Ω, u = 0 on ∂Ω,

where Ω ⊂ Rn is a bounded open domain with smooth boundary, and f ∈ L2(Ω).

Classical vs. Weak Solution

A classical solution requires u ∈ C2(Ω) ∩ C(Ω), which may be too restrictive. We

instead aim for a weak solution.

Step 1: Multiply by a Test Function

Take φ ∈ C∞
c (Ω) and multiply:

−∆u · φ = f · φ.

Integrate over Ω: ∫
Ω

−∆u · φdx =

∫
Ω

f · φdx.

Step 2: Integration by Parts

Using Green’s identity (with φ = 0 on ∂Ω):∫
Ω

∇u · ∇φdx =

∫
Ω

f · φdx.
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Step 3: Define the Weak Formulation

We extend test functions to H1
0 (Ω), the Sobolev space of L2 functions with L2 first

derivatives and zero trace on the boundary.

Weak formulation: Find u ∈ H1
0 (Ω) such that∫

Ω

∇u · ∇v dx =

∫
Ω

f · v dx ∀v ∈ H1
0 (Ω).

Step 4: Apply Lax–Milgram Theorem

Let a(u, v) =
∫
Ω
∇u · ∇v dx and ℓ(v) =

∫
Ω
f · v dx.

Then a is coercive and continuous on H1
0 (Ω), and ℓ is bounded. By the Lax–Milgram

theorem, there exists a unique u ∈ H1
0 (Ω) solving the problem.

Conclusion

The classical PDE is reformulated into a well-posed variational problem in a Sobolev

space.

5.2 Poisson Equation with Neumann Boundary Conditions

We now consider:

−∆u = f in Ω,
∂u

∂n
= 0 on ∂Ω,

with f ∈ L2(Ω) and Ω smooth and bounded.

Step 1: Multiply by a Test Function

Take φ ∈ C∞(Ω) and multiply:

−∆u · φ = f · φ.

Integrate: ∫
Ω

−∆u · φdx =

∫
Ω

f · φdx.

Step 2: Integration by Parts

Apply Green’s identity:∫
Ω

∇u · ∇φdx−
∫
∂Ω

∂u

∂n
· φdS =

∫
Ω

f · φdx.

Since ∂u/∂n = 0 on ∂Ω, the boundary term vanishes:∫
Ω

∇u · ∇φdx =

∫
Ω

f · φdx.
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Step 3: Weak Formulation

We now choose v ∈ H1(Ω) (no zero boundary condition).

Weak formulation: Find u ∈ H1(Ω) such that∫
Ω

∇u · ∇v dx =

∫
Ω

f · v dx ∀v ∈ H1(Ω).

Step 4: Compatibility Condition

The Neumann problem is solvable only if:∫
Ω

f dx = 0.

Moreover, the solution is unique up to a constant.

Step 5: Apply Lax–Milgram (Modulo Constants)

Let

V :=

{
v ∈ H1(Ω) |

∫
Ω

v dx = 0

}
.

On V , the bilinear form

a(u, v) =

∫
Ω

∇u · ∇v dx

is coercive and continuous. The functional ℓ(v) =
∫
Ω
f · v dx is bounded.

Lax–Milgram ensures a unique solution u ∈ V .

Conclusion

In contrast to the Dirichlet case:

Feature Dirichlet BC Neumann BC

Function Space H1
0 (Ω) H1(Ω)

Boundary u = 0 ∂u/∂n = 0

Uniqueness Unique Up to constant

Compatibility Not needed
∫
Ω
f = 0
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6 The Elliptic Regularity Theorem

Having explored how Sobolev spaces facilitate the formulation and analysis of bound-

ary value problems such as the Poisson equation with Dirichlet and Neumann condi-

tions, we now turn to a fundamental aspect of weak solutions: their regularity. In this

section, we present the elliptic regularity lemma, which characterizes the smoothness

properties of solutions to elliptic PDEs in Sobolev spaces.

First, consider the ODE case. Let

L =
m∑
0

aj

(
d

dx

)j

be a differential operator, where each aj is a C
∞ function of x. Furthermore, assume

that am never vanishes. Then, it is easy to prove that smooth data give smooth

solutions. More precisely, if Lu = f and f is Ck on some interval I, u is Ck+m on I.

However, such smoothness results do not hold in general for PDEs. As an example,

consider the wave equation utt − uxx = 0. For any locally integrable function f ,

u = f(x− t) is a (weak) solution of the equation, but u only has as much smoothness

as f . What the Elliptic Regularity Theorem aims to do is identify a large class of

PDEs for which we can prove a strong regularity theorem similar to the ODE case.

Let

P (∂) =
∑
|α|≤m

cα∂
α

be a partial differential operator with constant coefficients cα. Furthermore, we as-

sume that cα ̸= 0 for some α with |α| = m, which means that P is order m. We

define the principal symbol Pm to be

Pm(ξ) =
∑
|α|=m

cα(iξ)
α.

We also write

P (ξ) =
∑
|α|≤m

cα(iξ)
α.

In other words, we replace the ∂ in the definition of P (∂) with iξ; and we can think of

P (ξ) as the Fourier transform of P (∂). We call P elliptic if Pm(ξ) ̸= 0 for all nonzero

ξ ∈ Rn. Intuitively, we can think of ellipticity meaning that P is “mth order in all

directions”. For example, the Laplacian ∆ is elliptic because the principal symbol is

−(ξ21 + · · ·+ ξ2n) = −|ξ|2,

while the heat operator ∂t −∆ is not because the principal symbol is

ξ21 + · · ·+ ξ2n,
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which is not nonzero for all nonzero (ξ, τ) ∈ Rn+1 (for example ξ = (0, 0, . . . , 0) and

τ = 1). Similarly, the wave operator is not elliptic.

6.1 Lemma. Suppose P is order m. Then P is elliptic if and only if there exist

constants C,R > 0 such that |P (ξ)| ≥ C|ξ|m for all |ξ| ≥ R.

The proof of this lemma is relatively straightforward. Using this, we get another

lemma.

6.2 Lemma. If P (∂) is elliptic of order m and u ∈ Hs and P (∂)u ∈ Hs, then

u ∈ Hs+m.

Proof. We know that (1+ |ξ|2)s/2û ∈ L2 and (1+ |ξ|2)s/2P (ξ)û ∈ L2. By the previous

lemma, for some R ≥ 1 we have

(1 + |ξ|2)m/2 ≤ 2m|ξ|m ≤ C−12m|P (ξ)|

for all |ξ| ≥ R. For |ξ| ≤ R, (1 + |ξ|2)m/2 is bounded by some constant. Thus,

(1 + |ξ|2)(s+m)/2|û| ≤ C ′(1 + |ξ|2)s/2(|P (ξ)û|+ |û|) ∈ L2

for some constant C ′. This implies u ∈ Hs+m.

The previous lemma is nice, but it only applies to situations where the domain is all of

Rn and the functions vanish at infinity. We would like to be able to deal with different

domains, and that is precisely the content of the Elliptic Regularity Theorem. The

idea is that we replace Hs with the localized Sobolev space Hs
loc(Ω).

6.3 Theorem (Elliptic Regularity Theorem). Suppose that L is a constant-coefficient

elliptic differential operator of order m, Ω is an open set in Rn and u is a distribution

on Ω. If Lu ∈ Hs
loc(Ω) for some m ∈ R, then u ∈ Hs+m

loc (Ω).

Sketch of Proof. Using Proposition 4.2, it suffices to show that ϕu ∈ Hs+m for all

ϕ ∈ C∞
c (Ω). We can find a precompact open set V such that ϕ is supported in V and

V ⊂ Ω. Then, pick ψ ∈ C∞
c (Ω) with ψ = 1 on V .

We can then find that ψu ∈ Hσ for some σ ∈ R. Since Hx ⊂ Hy for x > y, we may

decrease σ such that k := s +m − σ is a positive integer. We then choose functions

ψ = ψ0, ψ1, . . . , ψk = ϕ, such that:

• ψ1, . . . , ψk−1 ∈ C∞
c ,

• ψj = 1 on a neighborhood of supp(ψ) for j ≤ k − 1,

• ψj is supported in {x : ψj=1}.
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Intuitively, we can visualize the ψj as getting closer and closer to the function that is

1 on the support of ϕ and 0 outside the support of ϕ.

We prove by induction that ψju ∈ Hσ+j.

To prove this, we use the following crucial observation. For any ζ ∈ C∞
c , if we define

[L, ζ]f = L(ζf)− ζLf,

then by using the product rule for derivatives on the first term, we see that the mth

order derivatives of f actually cancel, so [L, ζ] is a (m− 1)th order operator! Thus if

f ∈ H t, it follows that [L, ζ]f ∈ H t−(m−1).

Now we can do the induction. The base case ψ0u ∈ Hσ follows from the definition of

σ. Now suppose that ψju ∈ Hσ+j for some j < k. Then, we have

L(ψj+1u) = ψj+1Lu+ [L, ψj+1]u

By the definition of the ψj, ψj+1 is nonzero only when ψj = 1. It follows that we

can replace the u in [L, ψj+1]u with ψju without changing anything. Since ψju ∈
Hσ+j, [L, ψj+1]ψju ∈ Hσ+j+1−m. We also have by assumption, ψj+1Lu ∈ Hs. Thus,

L(ψj+1u) ∈ Hσ+j+1−m. Finally, ψj+1u = ψj+1ψju ∈ Hσ+j. Using Lemma 6.2, it

follows that ψj+1u ∈ Hσ+j+1, proving the inductive hypothesis.

It follows that when j = k, ϕu ∈ Hσ+k = Hs+m. Since ϕ was an arbitrary element of

C∞
c (Ω), it follows that u ∈ Hs+m

loc (Ω), and we are done.

This theorem has many important corollaries.

6.4 Corollary. Suppose that L is a constant-coefficient elliptic differential operator

of order m, Ω is an open set in Rn, and u is a distribution on Ω. If Lu ∈ C∞(Ω),

u ∈ C∞(Ω).

Proof. Since Lu ∈ C∞(Ω), Lu ∈ H loc
s (Ω) for all s, so u ∈ H loc

s+m(Ω) for all s. Then by

Corollary 3.2, u ∈ C∞(Ω).

As an example of this, consider the Laplace equation ∆u = 0. Since ∆ is elliptic and

0 ∈ C∞, we get that any distributional solution must also be C∞.

Secondly, consider the equation Lu = 0, where L = ∂1 + i∂2 on R2, known as the

Cauchy-Riemann equation. Considering u(x1, x2) as a function on C: u(z) = u(x1 +

ix2), the Cauchy-Riemann tells us if u is holomorphic, i.e. it is complex differentiable.

By Corollary 6.4, it follows that all holomorphic functions are C∞, i.e. they are

infinitely differentiable. We have just recovered a major result in complex analysis!
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7 A Regularity Theorem for the Heat Equation

The heat operator ∂t −∆ is not elliptic, so the Elliptic Regularity theorem does not

hold. However, using similar arguments, we can prove a weaker version of it.

We are working in Rn+1 with the coordinated (x, t) and dual coordinates (ξ, τ). As

before, we set P (∂) = ∂t −∆ and P (ξ, τ) = iτ + |ξ|2.

7.1 Lemma. There exist positive C,R such that |ξ||(ξ, τ)|2 ≤ C|P (ξ, τ)| for |(ξ, τ)| >
R.

The proof is similar to the proof of Lemma 6.1. Next, we have an analog of Lemma 6.2.

7.2 Lemma. If u, P (∂)u ∈ H2, then u ∈ Hs+1 and ∂iu ∈ Hs+1/2 for 1 ≤ i ≤ n (Here

∂i denotes partial differentiation with respect to xi).

Proof. We know that (1 + |(ξ, τ)|2)s/2û ∈ L2 and (1 + |(ξ, τ)|2)s/2P (ξ, τ)û ∈ L2. By

the previous lemma, for some R ≥ 1 we have

(1 + |(ξ, τ)|2)1/2 ≤ 2R|(ξ, τ)| ≤ 2|ξ||(ξ, τ)|2 ≤ C−12|P (ξ, τ)|

for all |ξ| > R, since this means |(ξ, τ)| > R. If |ξ| ≤ R, then (1 + |(ξ, τ)|2)1/2 ≤
(D + |τ |2)1/2 for a constant D. For |τ | > 1, we can bound this as E|τ | for some

constant E. For |τ | ≤ 1, this is bounded above by a constant E ′. In the second case,

we get (1 + |(ξ, τ)|2)1/2 < E ′. In the first case, note that |P (ξ, τ)| = |iτ + |ξ|2| > |τ |,
so (1 + |(ξ, τ)|2)1/2 < E|P (ξ, τ)|. Combining everything together,

(1 + |(ξ, τ)|2)(s+1)/2|û| ≤ C ′(1 + |(ξ, τ)|2)s/2(|P (ξ, τ)û|+ |û|) ∈ L2

for some constant C ′. This implies u ∈ Hs+1. Next, for any 1 ≤ i ≤ n,

(1 + |(ξ, τ)|2)(s+(1/2))/2|∂̂iu| ≤ (1 + |(ξ, τ)|2)(s+(1/2))2|ξ||û|.

Now if |(ξ, τ)| > R,

(1 + |(ξ, τ)|2)1/4|ξ| ≤ F |ξ||(ξ, τ)|2 ≤ DC−1|P (ξ, τ)|,

for some constant F . If |(ξ, τ)| < R, then

(1 + |(ξ, τ)|2)1/4|ξ| < G

for a constant G. Hence

(1 + |(ξ, τ)|2)(s+(1/2))2|ξ||û| ≤ C ′′(1 + |(ξ, τ)|2)s/2(|P (ξ, τ)û|+ |û|)

for a constant C ′′, implying that ∂iu ∈ Hs+1/2.
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7.3 Theorem (Regularity Theorem for the Heat Equation). Let Ω be an open subset

of Rn+1, u a distribution on Ω, and (∂t −∆)u ∈ Hs
loc(Ω). Then u ∈ Hs+1

loc (Ω).

Sketch of Proof. We mimic the proof of Theorem 6.3. Again, it suffices to show that

ϕu ∈ Hs+1 for all ϕ ∈ C∞
c (Ω). Define V , ψ, as before. We have ψu ∈ Hσ for some

σ ∈ R; we can decrease σ so that k := s + 1 − σ is an integer. Additionally; we can

assume ∂i(ψu) ∈ Hσ−1/2 for all i = 1, . . . , n. Again, choose functions ψj as before,

except this time we have 2k + 1 functions ψ0, . . . , ψ2k = ϕ rather than k + 1.

We induct on j to show ψju ∈ Hσ+(j/2) and ∂i(ψju) ∈ Hσ+(j−1)/2 for all i = 1, . . . , n.

For the base case, ψ0u ∈ Hσ and ∂i(ψju) ∈ Hσ−1/2 by hypothesis. Now suppose

ψju ∈ Hσ+(j/2) and ∂i(ψju) ∈ Hσ+(j−1)/2 for all i = 1, . . . , n, and j < 2k. It is easily

computed using the product rule that

[∂t −∆, ζ]u = (∂tζ −∆ζ)u− 2
n∑

i=1

(∂iζ)(∂iu).

Then, we have

L(ψj+1u) = ψj+1Lu+ [L, ψj+1]u = ψj+1Lu+ [L, ψj+1]ψju.

Then, we compute that

[L, ψj+1]ψju = (∂tψj+1 −∆ψj+1)(ψju)− 2
n∑

i=1

(∂iψj+1)(∂iψju).

By the inductive hypothesis, the first term is inHσ+(j/2) and the second is inHσ+(j−1)/2.

Also, ψj+1Lu ∈ Hs by assumption. Note that σ + (j − 1)/2 ≤ s, so L(ψj+1u) ∈
Hσ+(j−1)/2. We also have ψj+1u = ψj+1ψju ∈ Hσ+j/2. Thus, by Lemma 7.2,

ψj+1u ∈ Hσ+(j+1)/2 and ∂i(ψj+1u) ∈ Hσ+j/2. This completes the inductive step.

Thus, we get ϕu ∈ Hs+1, and as before, we are done.

Note that this theorem is not as good as the Elliptic Regularity theorem, because the

heat equation is second order, and we can only say that it has one extra derivative.

Conclusion

Sobolev spaces form the backbone of modern analysis and partial differential equa-

tions. They generalize classical differentiability, allow for broader classes of solutions,

and provide a unifying framework for both theoretical and applied work. This report

aimed to introduce these spaces and highlight their critical role in PDE theory. For

further details and rigorous proofs, we refer the reader to the standard references.
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